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Abstract— The grouping of the socio-economic level of new
students at the time of registration at public universities is a
problem faced by all state universities. Identifying the right
group will have an impact on the students and the university.
The quality of the results of a valid grouping will give a sense
of fairness to the parents of students in paying tuition fees. On
the other hand, the university also expects that the results of a
valid grouping will contribute to optimal Genue. This study
aims to evaluate the cluster structure of a single tuition fee at
the State University of Surabaya. The existing cluster structure
is compared with the results of grouping nine clustering
methods, namely K-Mean, Hierarchical, BIRCH, DBSCAN,
Mini Batch K-Mean, Mean Shift, OPTICS, Spectral
Clustering, and Mixture Gaussian. The proposed evaluation
hud is a combination of three evaluation concepts, namely
internal validity (Silhouette-Index), external validity (Rand
Index), and the percentage conformity value to the expected
income factor (Revenue-Index). These three indicators are then
calculated as the average value for each clustering method as
Hybrid-Index. The highest Hybrid-Index is shown by the Mini
Batch K-Mean algorithm, with an average value of 0.6420, so
the Mini Batch K-Mean algorithm can be recommended as a
method for grouping single tuition fees.

Keywords — clustering, clustering validity, hybrid evaluation,
rand index, sithouette index

I. INTRODUCTION

The determination of a single tuition group for both
students and universities is very important. An evaluation of
the grouping structure that has been carried out by the State
University of Surabaya will be evaluated in this study. By
looking at the results of the internal validity of the existing
clustering structure, further improvements will be made to
the cluster data structure through machine learning methods.
The machine learning method used is the unsupervised
learning method. Research for mm: tuition fees (STF) based
on unsupervised learning using Fuzzy C-Means and Simple
Additive Weighting methods [1],[2]. Several unsupervised
methods, especially for clustering problems, namely K-
an, Agglomerative or Hierarchical, BIRCH, DBSCAN,
Mini Batch K-Mean, Mean Shift, OPTICS, Spectral and
Mixture Gaussian will be implemented. The use of this
method is possible because the library is already available in
the Scikit Learn module.

The results of grouping with these algorithms are then
evaluated using an internal wvalidity index using the
Silhouette index and an external validity index using the
Rand Index. Several researchers who have conducted studies
on comparison of the validity of clustering in recent years
include Khairul [3] presents an analysis between external and
internal cluster validity indices with similar finite index
ranges for ten datascts. Hasna [4] and Joonas[5] also
conducted experiments to evaluate many clustering validity

indices. In addition, this study proposes a new evaluation
indicator, namely the revenue function, that considers the
number of members in each group and the cost weight of
each group. This indicator is called the Revenue Index (R-
Index). Furthermore, the three wvalidity index values are
totaled, and the average value is computed for each
algorithm. The average value in this research is called the
Hybrid Evaluation Index (HE-Index). It is expected that the
highest HE-Index value will produce the most optimal
cluster model.

II. RELATED WORKS

A. Clustering Algorithm
Clustering is an unsupervised learning method that is

widely used in various fields. This algorithm airf§to group

data points based on their equations. In theory, data points

that are in the same group should have similar properties or

characteristics, while points that are in different groups

should have very different properties or characteristics.

Some algorithms for clustering problems that are commonly

used can be explained as follows [6]:

1. K-Mean
The advantage of this algorithm is that it is easy to learn
and simpfi) because basically this algorithm only
calculates the distancefffieach data to the center point of
the cluster. However, the K-§Eins clustering algorithm
still has a weakness, it needs to determine the number of
clusters first. K-Means algorithm also starts with a
random selection of cluster centers and can generate
different clusters when running data.

2. Hierarchical
This method forms a hierarchy based on a certain level
to resemble a tree structure. Thus, the grouping process
is carried out in stages or stages. Usually Bs method is
used on data that is not too large, and the number of
clusters to be formed is unknown. In the hierarchical
method, there are two grouping strategies: agglomerative
and divisive.

3. BIRCH
BIRCH stands for Balandf Iterative Reducing and
Clustering using Hierarchy is an integrated hierarchical
grouping algorithm. BIRCH introduces two concepts,
namely feature clustering (CF) and clustering feature tree
(CF tree) which are used to describe cluster summaries

[7].

4. DBSCAN
Density-Based Spatial Clustering of Applications with
Noise or abbreviated as DBSCAN is a density-based
clustering algorithm similar to mean-shift only slightly
better than the previous algorithm. DBEF AN has several
advantages, including not needing to determine the
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number of clusters at the beginning, being able to
identify outliers as noise, and forming clusters of various
sizes and shapes. The disadvantage of this algorithm is
that it does not work well when the clusters have varying
densities due to the setting of distance thresholds and
minimum points [8],[9].

5. Mini Batch K-Mean
When {Elistering very large data sets, this algorithm, a
variant of the K-means algorithm, may be used instead
of the K-means al gorithm. Because it does not cycle over
the complete data set, it occasionally outperforms the
traditional K-means algorithm when working with huge
data sets. The key benefit of adopting the mini-batch K-
means technique is that it makes locating clusters less
computationally expensive. Although you might choose
to use the K-means technique, you should employ the
mini-batch method when working with huge data sets.

6. Mean Shift
The means shift clustering algorithm is a sliding-
window-basefEE}lgorithm that will identify dense point
areas. This clustering algdf@lm is a centroid-based
algorithm, so the purpose of this algorithm is to find the
center point of each cluster. Unlike [ previous
algorithm, this algorithm does not need to select the
number of cluf$ because this algorithm can
automatically find the optimal number of clusters.

7. OPTICS
In general, the way the OPTICS algorithm works is the
same as the DBSCAN algorithm. The parameters that are
owned are the same, namely the epsilon parameter (eps)
and the minimum points parameter. However, in the
OPTICS algorithm, there are two new terms that were
not previously available in the DBSCAN algorithm,
namely core distance and reachability distance.

8. Spectral
The Spectral Clustering algorithm uses Laplacian Matrix
calculations. The @gBulation of the Figen Vector is
obtained from the Laplacian Matrix (L), and the data
grouping is done based on the threshold process on the
Eigen Vector with the second largest Eigen Value
[10],[11], [12],[13].

9. Mixture Gaussian
This algorithm has two main advantages, first is that it is
much more flexible in terms of covariance. Second,
using probability so that it can have several clusters per
data point. So, if a data point is in the middle of two
overlapping clusters, you can easily identify its class by
comparing the percentages.

B. e’ahmf{mr Performance

In general, there are three basic criteria to investigate the

hierarchical clustering scheme (hierarchical clustering
method) and (b) non-hierarchical clustering scheme
(partition-based/central point-based method). The idea for
validating the hierarchical clustering scheme is to use the
so-called cophenctic matrix Tffand then use the
cophenetic correlation coefficient to measure the degree
of similarity between T, and the proximity matrix T. The
cophenetic matrix T, is defined such that the elements
,ﬂ represent the degree of closeness between two
points Xi and Xj are found around the same cluster for the
first time [16].

External Validity

External validity criteria aim to measure how well the
grouping results match previous knowledge about the
data. It is assumed that prior information cannot be
computed from X. Perhaps the most used forms of
external information are classes (categories) and class
labels for objects associated with X. This information is
usually obtained through manual classification. So, in
principle an external criterion is an index designed to
measure the similarity between two partitions which only
considers the distribution of points in different groups and
is not used to measure the quality of this distribution[17]
There are two approaches that can be taken, the first is to
evaluate the resulting clustering structure of S, by
comparing it with an independent partition of the T data
that is constructed according to [tuition or previous
information about the clustering structure of the data.
Then, the second approach is to compare the proximity
matrix T with the partition matrix T.

I1I. METHOD
The proposed metiEfiblogical framework for this

research can be described in Fig 1.

Extamal Matrics

Indices Calculation

Revenus Function Internal Metics
Calculation Indices Calculation

wvalidity of the results of clustering, namely external criteria,
internal criteria, and relative criteria [14]. The first two
approaches involve statistical and computational testing,
while the third, namely relative criteria, does not involve
statistical testing. The basic concept of measuring clustering
validity is to find out whether the data comes from a random
distribution or not [15].
1. Internal Validity
The purpose of the internal @&fifria is to evaluate the
clustering structure generated by a clustering algorithm
through the number and features inherited from the data
set. To apply internal criteria, there are two situations: (a)

Hybrid Evalustion
Metrics
Selection Best
Clustering Structure

Fig. 1. The Proposed Method
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The phase in this study is started with the preprocessing
phase, modelling with clustering algorithms, relabeling
process, and performance evaluation.

A aaser

The data used in this study is the socio-economic data of
new students from 2017 to 2021 at the State University of
Surabaya with a total of 15,875 rows. The number of groups
of single tuition fees determined is 8 classes. The descriptive
statistics of tuition fee at tige$tate University of Surabaya
according to Government Regulation of the Ministry of
Research, TEEInology and Higher Education No. 22 of 2015
(in million) can be seen in Table 1.

TABLE L DESCRIPTIF STATISTICS OF SINGLE TUITION FEE (IN

MILLION)

MEAN 0.5 24 | 348 | 455 | 562 | 6.68 1.73

MINIMUM 05 24 | 312 | 384 | 456 | 528 6.00

Statistics Kl | K2 | K3 | K4 | K§ K6 K7 K8

1

I .

MAKSIMUM | 05 1 24 | 414 | 588 | 762 | 936 | 11.10
0

STDEV 0 0 | 308 | 606 | 933 | 1246 | 1570
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B. Pre-Processing

Prior to the clustering process, the conversion process
from categorical data to numeric data is carried out. This is
because socio-economic data comes from student entry data
through a registration system that has a categorical type.
After becoming numerical data, then the process of
normalization and dimension reduction is carried out using
the principle component analysis (PCA) method.

C. Clustering

At this stage, the clustering process is carried out from
the data that has been normalized and in the component
variables. To facilitate visualization, clustering was carried
out based on the first and second components of the PCA
results. In this process, cluster modeling is carried out using
9 algorithms, namely the K-MedfB) Agglomerative or

Hierarchical, BIRCH, DBSCAN, Mini Batch K-Mean,
Mean Shift, OPTICS, Spectral and Mixture Gaussian
algorithms.
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D. Relabelling Cluster

The relabeling process is the stage of re-labeling the
labeling results through a clustering algorithm. This stage is
done because the label given by the cluster algorithm is
random. Meanwhile, the determination of the label in the
STF case study has an impact on income for the university
and the burden of costs that must be incurred from the
student side. Thus, this labeling process becomes important
to give meaning to the labels generated from the algorithm.
The method used in this study is to use the dominant
variable in the first PCA component. The dominant variable
in this component is the father's income, which shows an
upward trEE) pattern as shown in Fig.2. This upward trend
indicates that the higher the STF wvalue, the greater the
parent's income.

E. Proposed Performance Evaluation

This research proposes a hybrid method of evaluating
clustering performance. The internal validity used is the
silhouette index bye eq (1) [18], [19] and the external valid-
ity uses the Rand Index y eq (2).

o b(i)-a(i)
Sill —index = mfxﬁmax{b(i},a(f}} (N

where,
a(i) =d(i,uC)) and b(i) = (l]li(q d(i,C,)

While the equation of Rand-Index [20], [21] can be
formulated as eq (2). It is a measure of the percentage of
correct decisions.

(9]
Rand —index = & (2)
TP+ FP+FN+TN

In addition to the two validity indices, this study proposes a
new meamz called the Revenue (R) Index, where this
revenue index measures the suitability of the revenue
obtained from the clustering results with the existing
revenue. Suppose the existing revenue is expressed by R,

then the Revenue Index can be formulated by eq (3).
k
Z in

R —index = =
R

x100% 3)

Where i is STF group level and ni is the number of members
of the i-th STF group. Next, the Hybrid Evaluation HE)
Index value will be calculated with the formulation as in
equation (4)

HE —Index = Sill-Index —Ran;’—fndex—R—Inde_r @)
The interpretation of all the index values is that the higher
the index value, the more valid the result of grouping the
data. This means that each data point has been grouped into
the right cluster.

V. RESULTS AND DISCUSSION

In this section, the results of exploring the existing
cluster structure will be explained through the results of

internal validity checks using the Silhouette index wvalue.
The results of the internal validity measurement produce a
value of -0.0274, which means tf many data points fall
into the wrong group. Visually, it can be seen in Fig. 3 how
the to scatter data is based on the STF group.

Fig. 3. Scatter of Existing Single Tuition Fee Cluster

In Fig.3, there is much overlap between groups, so the
boundaries between one group and another are not visible.
The existing data structure will be used as a baseline to find
STF data groupings with a better structure. In this instance,
the group's point density is higher, and the boundaries
between groups are more precise. In Fig. 4, the highest
Silhouette index value was obtained by clustering with the
spectral algorithm. The next rank is followed by the results
of Mean Shift and K-Mean, while the results of the BIRCH
and Mini Batch K-Mean algorithms show that the Silhouette
index values are not much different.

Sillhouette Index

Moture Gaussian G

Spectra

S oS
himan Stift
Wi Btch K -Wican
~ DRsCAN
B
aggameratve I
K-Mean I
Existinglll

06 04 02 a az a4 a8 0%

Fig. 4. Silhouerte Index Existing Cluster vs Cluster based Algorithms
10

The silhouette index value is in the range of -1 to 1.
Consider the case where the silhouette coefficient value is
near to 1, suggesting improved data clustering. In contrast, if
the silhouette coefficient is close to 0, the data clustering is
deteriorating. The Rand-Index measurement in Table 11
shows that the results of clusters with centroids (K-Mean
and Mini Batch) and hierarchies (Agglomerative and
BIRCH) have a higher degree of similarity with the
reference cluster.
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TABLEIL VALIDITY SCORE FOR CLUSTERING ALGORITHMS
Clustering Silhouette | Rand | Revenue é—ly hﬂd.
Algorithm Index Index Index valuatl
on Index
K-Mean 04191 0.6930 | 0.7318 0.6146%
Agglomerative 0.3646 (.6835 0).6488 0.5656
BIRCH 03815 0.6659 | 0.6430 0.5635
DBSCAN -0.1970 0.5386 | 0.8265 0.3894
Mini Batch K-Mean 03842 0.6939 | 0.8478 0.6420%
Mean Shift 04737 0.3642 0.2593 0.3637
QOPTIC -0.4771 03414 | 09214 0.2619
Spectral 06223 0.3225 0.2360 0.3936
Mixture Gaussian 02911 0.6771 0.7796 0.5826

The Rand-Index value ranges from 0 to 1, where if the value
is close to 1, the cluster results are more like the existing
cluster. Scatter of clustering result can be shown in Fig.5.

(b)

@ : : ©

® 7 0 ) 0 = i M

Fig. 5. Secatter Data of Clustering Algorithm

[ N—— pa—

Furthermore, when viewed from the distribution of the
number of members of each clustering result multiplied by
the weight of the cost factor to produce a revenue index, the
OPTICS algorithm has the highest R-Index. By seeing that
there is a considerable enough variation in the measurement
results of each validity metric, a calculation is carried out
that combines the three validities using equation (2). The
proposed cluster performance evaluation formulation has
found that the clustering algorithm using Mini Batch K-
Mean gets the highest HE-Index value with a value of
0.6420. As with other cluster validity measures, the closer to
a value of 1 the better the cluster structure. This value means
that the clustering results have a reasonably homogeneous
structure within the cluster, have a pretty good resemblance
to the existing cluster, and are not too much different from
the revenue value expected by the university.
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V. CONCLUSION

This study concludes that the proposed hybrid evaluation
index can help provide recommendations in choosing a
clustering algorithm method that can accommodate three
indicators, namely the homogeneity indicator in the cluster
(Silhouette Index), the cluster similarity indicator with the
reference cluster (Rand Index) and the suitability indicator
with the expected income (Revenue Index). Based on
implementation of nine types of algorithms, it is found that
the Mini Batchffl-Mean algorithm is the most recommended
for grouping single tuition fees on the socio-economic
dataset of new students at the State University of Surabaya.
The clustering results with the Mini Batch K-Mean
algorithm get a Hybrid Evaluation Index value of 0.6420,
which means that the three aspects of clustering validity
indicators have an average value of more than 0.5 (close to

1).
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