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Abstract— the suitability of the data with the method in the
process of data mining is very important to increase the process
performance. However, In Educational Data Mining (EDM),
not much research has focused on this field. Therefore, this
study proposes to combine an unsupervised discretization
method called "equal width interval" and logistic regression as
statistical machine learning to improve the performance of the
model relating to students' performance. The discretization
method is performed on student data with several intervals,
namely: 3-interval, 4-interval, and S-interval. Then, these
intervals are combined with logistic regression in two
regularizations, namely: lasso and ridge. Evaluation is carried
out on all combinations. The experimental results indicate that
the highest performance, in terms of the accuracy level, is
achieved by the model combining a 3-interval and logistic
regression on all regularization. This combination can increase
the model performance based on the average accuracy level of
about 4.08-8.49 on the ridge regularization and about 4.28-8.6
on the lasso regularization.

Keywords—students’ performance, data mining, machine
learning, logistic regrea"on, discretization

L INTRODUCTION

Nowadays, almost all education institutions explore
information and communication technology to enhance their
process, for example learning process [1][2][3], evaluation
process [4][ 5] despite its security [6]. This situation generates
massive data pushing research about Educational Data Mining
(EDM) [7]. The one of popular tasks in EDM is the
classification of students’ performance|8]. Here, student data
is mined to get information about the students' performance.
Before the mining process is done, methods sometimes are
applied in the pre-processing stage [9]. They are the
normalization, feature extraction, feature sacrmn, the
discretization method, etc. One of the objectives 1s to improve
the performance of the system built [10].

Relating to the discretization method, 1t is used to
transform the numerical method to a categorical method. Also,
this method changes the non-standard probability distribution
to the standard probability distribution. This method is applied
with many reasons as follows: algorithms of machine learing
requiring categorical or ordinal variables [11], the non-
standard probability distributions causing the performance
degradation of machine leaming, the result of mapping
smoothing out the relationships between observations because
of providing a high-order ranking of values [12]. There are
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two mainstreams of the discretization methods, namely: the
supervised methods and the unsupervised methods. The
methods included in the unsupervised discretization methods
are equal width interval, equal frequency interval, etc. For the
supervised method, they are adaptive quantizes, chi merge,
predlctlavalue max, ete. [13]

The logistic regression is one of the methods in machine
learning requiring the categorical variables. This method is
grouped in the statistical machine learning [14]. As we have
known, statistics have a wvery important role in the
development of other sciences to draw conclusions, test
hypotheses or theories, understand phenomena, analyze
experiments, determine decisions, and so forth. Meanwhile,
Machine learning, which is one branch of artificial
intelligence (artificial intelligence) is currently continuing to
experience growth and increasingly popular. The
development of statistics and machine learning 1s of course
because it can not be separated from the main factor, namely
data. Machine learning has at least two main objectives,
namely: solving problems in predicting the future (unobserved
event) and gaining knowledge (knowledge discovery).
Statistical machine learning refers to techniques for predicting
the future and getting knowledge from data rationally. To be
able to get these goals, statistical machine learning can be the
right tool or method. Statistics acts as a learning base that
utilizes statistical theory to inference and interprets the
models, while machine learning focuses on the use of models
to predict new data. Statistics and machine learning form a
concept called Statistical machine learning using logistic
regression models. Logistic regression models are among the
models that are often used by machine learning practitioners
[15].

Our paper focuses on the exploration of oncf the
discretization method called “equal width interval™ and the
statistical machine learning, namely: logistic regression on the
students’ performance domain.
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Fig. 1. The proposed architecture

II.  METHOD

In this section, this proposed method is depicted in Fig. 1.
Here, this architecture consists of many stages. They are as
follows:

Stage 1: data of students” vocational high school

This rkarch mine the student data of the previous work
[16]. The student data is collected when the students join the
evaluation process in the e-learning system. The data consists
of 5 feaffes that are extracted from 101 features of the raw
dataset. They are as follows: Done, PercentTrue, Time, Hint,
and Score which having the numeric data type.

Stage 2: the exploration of the unsupervised discretization
method

In this stage, we apply the unsupervised discretization method
called “equal width interval” with formula as follows:
(value  —value . )
W= max min )
k
Where, W = width of an interval, K = the number of intervals
which can be determined manually. For the range threshold

on valuemin +iw, where, i =1,...,k—1, each range can be
defined as follows:
valwmin +w, valuemin +2w,..., valuemin +(k=Dw(2)

We divide student data into some intervals, namely: 3. 4, and
5. Then we definite as 3-interval, 4-interval, and S5-interval.
This stage is done to know how many of the best intervals are
implemented on our student data. This information is very
important to the labeling process relating to the students’
performance evel.

Stage 3: logistic regression

We combine the result of the previous stage with logistic
regression in this stage. Also, there are two regularizations in
the logistic regression, namely: Lasso [17] and Ridge[18][19].
We explore all regularizations to be experimented in our
research to reach the optimum result.
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Fig. 2. Regression line with the highest comelation on discretization-3-
interval-lasso
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Fig. 3. Regression line with the highest comelation on discretization-3-
interval-ndge

Stage 4: analyzing the correlation of features

In this stage, we analyze the correlation on all features. We do
one by one of the features to observe the correlation between
the one features with the others. This stage also can be used to
evaluate the relevant features to determine the target. Further,
we also do the visualization for this step.

Stage 3: evaluating the model

The last stage evaluates the model built by the combination of
the discretization method and logistic regression using the

accuracy level metric. The stage observes the highest
performance of the model.
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II.  RESULT AND DISCUSSION

In this section, the proposed architecture is executed and
then the result is analyzed. There are 2 sub-section explained,
namely: the features correlation and the performance
measurement. The performance of the model is evaluated
using the accuracy level.

A. The correlation of features

The first session describes the comrelation of features. After
(@ discretization method is applied, we do combine the results
of the discretization method using the logistic regression on
all regulations.
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Fig. 6. Regression line with the highest comelation on discretization-5-
interval-lasso
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Fig. 7. Regression line with the highest comelation on discretization-5-
interval-ndge

For that, there are 6 combinations, namely: 3-interval-
lasso, 3-interval-ridge, 4-interval-lasso, 4-interval-ridge, 5-
interval-lasso and 5-interval-ridge.

Then, we compute the correlation of features on each
combination which is stated with the r symbol. In here, we
only visualize the highest results on the all combinatiof§
depicted in the Fig.2-Fig.7. The general, the combinations of
the discretization method, and the logistic regression on the
ridge regulation correlate higher than others in all cases. In
detail, the highest correlation is reached by 3-interval-lasso,
namely: around r = -0.72. Contrarily, the lowest correlation of
about 1= 0.44 1s achieved by 5-interval-lasso.
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TABLE L. THE ACCURACY LEVEL OF THE COMBINATION OF LOGISTIC REGRESSION AND DISCRETIZATION METHOD WITH 3-INTERVAL
3-intervallasso [ 3-interval-ridge
Repeat train
Training set size 2 3 5 10 20 2 3 5 10 20
10%, 853 85.3 85.3 85.3 85.3 84.8 85 84.9 84.7 84.5
20% 84.6 84.6 84.6 84.6 84.6 84.6 84.6 84.6 84.4 84.4
30% 85 85 85 85 85 85 85 84.8 84.9 84.9
40%, 853 85.3 85.3 85.3 §5.3 85.3 85.3 853 85.1 85.2
50% 842 84.2 84.2 84.2 84.2 84.2 83 853 83.9 83.9
60% 84.8 84.8 84.8 84.8 84.8 84.8 84.8 84.8 84.8 84.8
TABLE 1L THE ACCURACY LEVEL OF THE COMBINATION OF LOGISTIC REGRESSION AND DISCRETIZATION METHOD WITH 4-INTERVALS
4-interval-lasso I 4-interval-ridge
Repeat train
Training set size 2 3 5 10 20 2 3 5 10 20
10%, 794 80.1 80.6 81 §1.2 79.9 804 80.8 80.5 §0.3
20% 802 B0.6 20.9 811 811 208 81 207 51 209
30% 78.7 79.6 #0.2 807 509 R20.6 804 805 R0.9 80.7
40%, 79.4 79.9 79.7 80 80.4 79.4 79.4 80 80.1 80.5
S0% TRY 79.5 80 80.4 50.3 80.7 80.7 807 B0.5 0.4
60% 826 | 826 82.6 82.6 82.6 80.4 81.2 81.7 82 82
TABLE III. THE ACCURACY LEVEL OF THE COMBINATION OF LOGISTIC REGRESSION AND DISCRETIZATION METHOD WITH 5-INTERVALS
S-intervallasso | 5-interval-ridge
Repeat train
Training set size 2 3 5 10 20 2 3 5 10 20
10% 77.5 77.5 77.3 71.5 77.3 76 76.8 6.5 76.7 76.5
20% 753 73.6 74.9 75.9 76.3 75.8 75.1 75.8 76.3 76.5
30% 76.9 76.7 76 75.7 75.7 76.9 76.7 6.7 76.5 76.4
40% 76.5 76.5 75.6 76 76.2 76.5 76.5 75.6 75.9 75.9
50% 772 76 76.5 76.3 76.8 76.3 76 76.1 76.1 76.7
60% 76.1 76.1 76.1 76.1 76.1 76.1 76.1 76.1 75.9 75.9

Further, the 3-interval is illustrated in Fig.2-3. The
correlation exploration of all features on the 3-interval is
found that the highest correlation on logistic regression with
lasso regulation. It is around r = -0.72. This condition occurs
on the value of axis-x >= 2.200087581 and the value of axis-
y<0.819823672. For logistic regression with ridge regulation,
the highest correlation is aboutr = -0.65 with the value of axis-
x >=2.20008758 land on the value of axis-y < 0.8198234672.

The 4-interval is illustrated in Fig.4-5. The correlation
exploration of all features on the 4-interval is found that the
highest correlation on logistic regression with lasso
regulation. It is around r = 0.54. This condition occurs on the
value of axis-x 0.474757632-1.509955602 and the value of
axis-y = 1.509955602-2.545153571. For logistic regression
with ridge regulation, the highest correlation is about r = -0.58
with the value of axis-x >=2.545153571 and axis-y <
0.474757632.

The 5-interval is illustrated in Fig.6-7. The correlation
exploration of all features on the 4-interval is found that the
highest correlation on logistic regression with lasso
regulation. It 1s around r = 0.44. This condition occurs on the
value of axis-x 0.474757632-1.509955602 and the value of
axis-y = 1.509955602-2.545153571. For logistic regression
with ridge regulation, the highest correlation is about r = -0.62
with the wvalue of axis-x >=2.545153571 and axis-y <
0474757632,

B. The performance measurement

The next discussion is about the model performance, in
terms of level accuracy. Discretization methods at all intervals
and all regulations are presented in TABLE I-I1I. This step is
carried out to analyze which intervals and regulations have the
best performance in logistic regression. Trials are conducted
on a set of training sizes multiples of 10 from 10% -60% and
repetition of train 2, 3, 5, 10, and 20.

The tral results of a combination of 3-interval
discretization and logistic regression regulation of the lasso
and ridge are presented in TABLE I. The table shows the
highest accuracy level of 85.3% occurred in the trial scenario
training size of 10% and 40% with all the repeat train settings
for lasso regulation. Whereas in ridge regulation, the test
scenario is the training set size of 40% with repeat train 2, 3,
5, and the training set size 50% with repeat train 5.
Conversely, in discretization 3 intervals, logistic regression
with lasso regulation experiences the lowest accuracy level of
84.2 % occurs in the trial scenario the training set size is 50%
for all repeat trains. Whereas logistic regression with ridge
regulation experienced the lowest accuracy level of 83% inthe
training set size of 60% and repeat train 3.

The experimental result of a combination of 4-interval and
logistic regression with the regulation on the lasso and ridge
is presented in TABLE I The table shows the highest level
of accuracy in both regulations that occurred in the training
set= 60%. For lasso, the highest accuracy level is 82.6% on all
repeat trains. The ridge reaches the highest accuracy level of
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Fig. 8. The comparison of accuracy level on all intervals

82% on repeat trains 10 and 20. Meanwhile, the lowest
accuracy level of 78.7% 1s experienced by Lasso regulations
in the training set size of 30% with repeat train 2. For ridge,
the lowest level of accuracy 79.4% is experienced oh the
training set size of 40% with repeat train 2 and 3.

The experiment result of a combination of 5-interval and
logistic regression with the regulation on lasso and ridge is
represented in TABLE III. The table shows the highest
accuracy level of 77.5% occurring on the training set size of
10% in almost all repeat train settings for lasso regulation.
Meanwhile, in ridge regulation, the highest accuracy level of
76.9% is achieved with a training set size of 30% and repeat
train 2. Conversely, logistic regression with the Lasso
regulation experience the lowest accuracy level of 73.6%
occurred in the training set size of 20% and repeat train 3.
While in logistic regression with ridge regulation, the lowest
accuracy level is 75.1% in the training sct size of 20% and
repeat train 2.

The overall results of the experiment presented in
TABLE I-1Il show special conditions, namely: achieving
quite high accuracy with a small training set size (10%). This
is possible because the data of students selected in the
construction of the model are sufficiently representative.
Moreover, the data selected for this training set is most likely
to have the most influence on the target. Thus, this data is
sufficient to represent the data as a whole although only
slightly in size. To further clarify the results obtained, the
average accuracy level, lowest accuracy level, and highest
accuracy level are presented in Fig.8. The discretization
method for 3-interval dominates the highest results among the
others, and then followed by the discretization method for 4-
interval and finally 5-interval in all regulations of logistic
regression

IV.  CONCLUSION

The Equal width interval can be combined with logistic
regression with lasso and ridge regulation in the students’
performance data. Among the intervals that have been camried
out, the combination of discretization of 3 intervals in this
realm and logistic regression of all regulations has been
proven to achieve the best results, in terms of the highest level
of accuracy.
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