Block-Based Image Reversible
Data Hiding Based on the Visual
Feature and Edge Entropy

by Lusia Rakhmawati

Submission date: 02-Apr-2023 10:43AM (UTC+0700)

Submission ID: 2053192960

File name: ble_Data_Hiding_Based_on_the_Visual_Feature_and_Edge_Entropy.pdf (465.58K)
Word count: 3096

Character count: 16441



Block-Based Image Reversible Data Hiding Based
on the Visual Feature and Edge Entropy

Lusia Rakhmawati
Department of Electrical Engineering
Surabaya State University
Surabaya, Indonesia
lusiarakhmawatif@unesa.ac.id

Abstract—Due to the widespread usage of the Internet,
electronic information can be quickly altered, duplicated, and
shared across interconnection. As a result, the unauthorized
reproduction of digital material became a severe issue.
Reversible data hiding (RDH) was a practical way of
protecting digital media's copyright. This research presents an
enhanced DCT-based RDH method that considers human
visual features. A lessliniform block was used for the
information embedding to achieve high imperceptibility for a
block based RDH technique. The testing findings of the
suggested technique shown a better increase in robustness and
non - repudiation under various Kinds of image alteration
procedures.

Keywords—Reversible data hiding, block selection, Discrete
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I. INTRODUCTION

The simplicity of creating and distributing digital
material has significantly grown because of the enormous
rise of online and smart technology in recent years. The issue
has made it simpler than ever to use multimedia items
illegally and erratically. It becomes critical to safeguarding
digital product ownership while enabling full use of Internet
resources. One technology strategy protect intellectual
property rights for digital products is data hiding. Reversible
data hiding (RDH) [1][2] is a form of data hiding that allows
the host sequence and embedded data from the tagged pattem
to be restored without resulting in any information leakage.
In fields where the original signal is so priceless that it
cannot be corrupted, such as medicine, the military, and legal
forensics, this crucial approach is frequently applied. By
using the reverse procedure and the right keys, it is possible
to extract the secret information [3].

Most RDH techniques used in early research are based on
lossless compression [4],[5].[6] The general idea is to space
out reversible data embedding by lossless compressing some
aspects of the original image. These first techniques
frequently have a low embedding capacity and may seriously
impair image quality. To improve performance in this
context, more eff@élive RDH approaches have been
suggested, such as difference expansion (DE) [1][7] and
histogram shifting (HS) [3][8].

Most RDH methods are designed to work with
uncompressed images, and in recent years, Visual quality
and embedding capability have seen  substantial
improvements. They are not always instantly applicable to
Joint Photographic Experts Group (JPEG) images[5][2].

Hapsari Peni Agustin Tjahyaningtijas
Department of Electrical Engineering
Surabaya State University
Surabaya, Indonesia
hapsaripeni@unesa.ac.id

Wiyli Yustanti
Department of Informatics
Surabaya State University

Surabaya, Indonesia
wiyliyustanti@unesa.ac.id

RDH in a JPEG image has a variety of applications
including archive management [3][5] and image
authentication [5]. Even if most users will not notice the
distortion, an image sowrce might not want actual content
modified in multimedia archives since it would cost too
much storage space to keep both the real and the modified
copies. A minor change to a picture may not be what the
image's creator desires for image authentication. RDH should
be the best solution in these cases since it can both detect
tampered regions and retrieve the original image content.

Because JPEG is a compressed format, the packet size of
the uncompressed deformation approach is severely limited.
Additionally, this approach could result in a material increase
in file size and poor visual quality. Another approach is
based off} modified JPEG quantization tables that were
initially proposed in [9] and later improved by Wang et al.
[1]. The concept is quite straightforward and useful. By
dividing some entries of the quantization table by the same
integer and multiplying the associated quantized DCT
coefficients by the same integer, space for information
embedding may be created (additionally adding an
adjustment flag if necessary). This approach makes it simple
to achieve high quality and a sizable capacity.

In this study, we provide an improved DCT-based RDH
approach that uses a block-based RDH method and considers
HVS features. To attain high imperceptibility for a block
based RDH system, a less uniform block was employed for
data embedding. To achieve the appropriate pdfdbrmance
level for the recommended RDH technique, an entropy is
helpful when it comes to coding images since it sets a lower
limit on the average bit length per pixel that can be achieved
by the best coding technique without losing any data. The
visual feature and edge entropy are two elements that support
the selection of the data embedding arcas. The DCT is then
applied to the selected image blocks. By changing the entries
in each selected DCT coeffiPlént with the least degree of
distortion, the infm‘matiun&mbedded into the selected
blocks while maintaining the visual quality of the data-
concealed images and boosting its durability. The strategy
can meet the RDH system's imperceptibility and resilience

requirements. 7]
7

The substance of this article is formatted as follows.
Section 2 presents the proposed RDH strategy. In Section 3,
simulations of our approach against attacks are carried out.
Finally, Section IV concluded this paper.
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II. THE PROPOSED METHOD

The suggested data hiding scheme is described in detail
in this section. Fig. 1 depicts the embedding processes.

A. Data on images

Two opposing needs must be satisfied when constructing
a data concealing method: (1) the hidden message must be
undetectable, and (2) the secret message must be robust and
challenging to remove. The payload should be included into
the host medium's perceptually most important elements to
create more reliable RDH techniques [11]. Several well-
known research projects use HVS characteristics to build a
more reliable payload. In addition to measuring and
controlling marked perceptibility after embedding, the HVS
model may also be applied while embedding. As a result, we
selected the best locations for data embedding based on
edge entropy and visual entropy, which are also used by [5].

A important technique for describing an image region is
to quantify its texture content. A common statistic for
characterizing the texture of a picture is the visual entropy.
The standard mathematical formula for calculating visual
entropy is shown in Eq. 1. According to Shannon's
definition, an n-state system's entropy is

Hy= _Z Pi1ogps
=i (N

p, is the probability that the event will happen “k” with

0 =p, =1and z::.ﬂ ! The cooccurrence of the pixel values
is not considered; The probability distribution of the pixel
intensities is the only factor influencing the result. Therefore,
the H; is thought of as an image-wide measurement.
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Fig. 1. TheProposed Embedding Procedure

Step 1: The cover picture is initially segmented into 8 x 8-
pixel non-overlapping parts.

Step 2: Using the HVS characteristics as Eq. 1 and Eq. 2,
choose the relevant blocks for embedding the data
payload.

Step 3: To generate the DCT domain frequency bands,

implement the DCT process to the selected blocks.

The pixel intensities of a picture do, however, have some
dependency. To determine the entropy, consider the
dimensional relationship between the grayscale elements of
certain pixels in an area. The edge of an image can be
regarded as a crucial component of the picture since it can be
identified by comparing the pixel values for local
characteristics recorded in pairs of non-overlapping areas
bordering the pixel. As a result, in addition to visual entropy,
edge entropy of an image block is taken into account while
picking embedding regions. Eq. 2 gives the definition of
edge entropy.

Hy = Z prexptPs
=1 (2)

The key measures taken to combine block selection for
data embedding with the HVS model are as follows: (1) In
the first stage, a cover picture is separated into n non-
overlapping blocks. Each block's edge and visual entropies
are determined using equations (1) and (2), respectively. (2)
Each block's two entropy measurements are then added up,
and the values that result are arranged in ascending order
according to their magnitude. The @k with the lowest
value is picked to insert the data until the number of selected
blocks equals the size of the payload.

B. The embedding procedure

An adjustable scale factor was used to construct the
[ cess for embedding resilient RDH systems utilizing DCT.
Fig. 1 depicts the block diagram of the embedding system
used in this investigation.
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Step 4: Apply coefficient selection by considering the
quantized DCT coefficient values' distribution
properties, specifically by choosing the component
with the least distortion as used by [12].

Assuming that a block's embedding capacity is T;. and its
shifting capacity is U, the technique for choosing the
insertion point in each block is then established. If a
coefficient selection technique has a large insertion capacity
but a modest displacement capacity, it is said to be
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successful. TEF insertion capacity may be estimated by
counting the coefficients "1" and "-1" in each, whereas the
total displacement capacity can be computed by adding
together all the coefficients that are not zero. is the outcome
of cach k-DCT Elock's transformation, and B is the
quantizer's output, which is the quantized DCT coefficient on
the k-block.

For the embedding of a secret message that
considers the number of sub-channels, the effective
frequency selection, F, where each pixel has the
coordinates of the quantized AC coefficient that is
the position of the sub-channel s, s € 1,2, 3, ...63.
The AC coefficient of embedding and shift capacity
that produces the minimum distortion value is
calculated through the effective frequency using
Eq.3

MxM
_oT((é T, + uk.) % MSE(By — A-\.})

= T 3)

Step 5: Generate Scale factor to represents the location of
the best coefficients because of the experiment at
intermediate frequencies. The scale factor is more
than zero which used in [13].

Step 6: Data embedding is done by first randomizing the
position of the secret message using a linear
transformation. Before further processing, block
mapping is performed A—B—C—D—-—A to
encrypt secret data information. The feature
intensity of block A will be attached to block B and
Using the 1-D transformation technique developed
in [7], the feature intensity of block B will be
connected to block C, and so on to produce a one-
to-one mapping series in this study using Eq. 4. The
steps to get a random block mapping are as follows
and the pseudo code for this mapping can be seen in
algorithm 1.

B'=[f(B)= (K x Blmod N] +1 )
Notation g, g’ [1, N], K represents a private key, and N
represents the total number of blocks in the image.
Algorithm 1. Random Block Mapping

INPUT: Block row By, with index number b, 1 < b = N K,
1 :  Procedure Mapping series generation

2 : Bl [f(By) = (K, % bymod N] +1

3 © End

OUTPUT: Mapping block amray B'; with index number ¢

= K} is a primary number

Step 7: Apply inverse DCT procedures to each of the
chosen blocks will produce the marked image.

C. The extraction procedure
The following steps make up the data hiding extraction

sequence:

Step 1: 8 = 8-pixel non-overlapping blocks are first created
from the marked image.

Step 2: To identify the block in which the data is embedded,
each block's wvisual and edge entropies are
calculated.

Step 3: To obtain DCT domain frequency bands, apply DCT
to the chosen blocks.

Step 4: The data payload is removed. A positive difference
denotes the extraction of a bit 1, whereas a negative
difference suggests the extraction of a bit 0. The
recovered bit values are then used to produce the
extracted bit.

III. EXPERIMENTAL RESULTS

Fig. 2 illustrates how the secret message bits arc
generated at random in all our experiments using the test
images Lena, Lake, and Baboon. The average amount of
message that may be placed in images. The suggested
method's visual quality and file size were compared to three
state-of-the-ar{d techniques [3, 14] to determine its
effectiveness. The visual quality of the marked JPEG image
is evalufff) using the PSNR, which is calculated between the
marked JPEG image and the original JPEG image. A file's
size is calculated in terms of bytes. Take note that QF=50
was used for all trials.

Fig. 3 displays an example of the outcomes of data
embedding for Baboon image. Since the human eye
perceives these findings as having the same appearance,
histogram results are added for each image to help explain
the variations. In this case, the marked picture of the initial
Baboon image and the consequences of the input images are
differentiated from one another.

(a) (b) (c)
Fig. 2. Test Images: a. Lena. b. F16 Aimplane. ¢. Baboon
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Fig. 3. Baboon image histogram. (a) Original image. (b) Marked Image

A. Marked Image Quality

The PSNR is created in order to measure the visual
quality of the original and annotated JPEG images. To
address the visual appeal of the cover picture and preserve
the key statistical characteristics of the image after
embedding, researchers developed a distortion function [3].
It is shown in Table I. However, as the payload increases, it
eventually converges to [ 14], despite the experiment showing
that the suggested technique has the highest PSNR of all the
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preceding research. This is because choosing the location of
the AC coeflicient has no effect when employing all of the
AC coefficients for embedding.

The PSNR values for the three photos described in Table
I are presented numerically. The recommended method
performs the best based on the tables. Given that the AC
coefficient selection approach involves only a tiny amount of
additional calculation when compared to [14], the proposed
method's results seem to be highly impressive.

B. File Size Preservation

It is obvious that while hiding JPEG data, the file size
must be considered along with image quality. The proposed
method typically results in a marked image with smaller file
size than the methods that came before it (Table II). The
tables show that the proposed method generally results in
the shortest file size, but [14] appears to do so for some
images. Bytes are used to d@fmine a fisle's size. Due to the
proposed method's use of the same HS-based embedding
technique as the Huang et al method the discarded test
images for the two approaches will be equivalent. The
advantages of our bitstream expansion become more
obvious at QF = 100, and the suggested [EEBhnique
consistently produces smaller enhanced file sizes than those
of theffflang et al method. We have two main advantages:
first, host quantified DCT coefficients are selected for
embedding while taking frequencies into account; second,
an improved block selection approach is employed.

TABLEL COMPARISON OF PSNR (DB) WITH AN 8000 AND 16000
BITS PAYLOAD
B000 bits 16000 bits
Image Method | Memod | T Method Method P y
41 B 13l opose
Lena 45.24 45.53 463 39.71 40.13 40.84
Fl6 44.24 45.03 458 3826 39.15 30.87
Baboon | 4249 | a8 | BT | se0s 37.92 38.54
TABLE IL AN INCREASE IN FILE SIZE (IN BYTES) WITH 8000 BITS AND
16000 BITS PAYLOAD
$000 bits 16000 bits
Image  “eghod | Method | Pro- | Method | Method P "
14| 3 | posed 4 03 rapasel
Lena 1305 1174 1222 2261 2149 2128
F16 164 1130 1125 2220 2141 2136
Baboon 1286 1188 1546 2633 2575 2493

IV. CONCLUSION

This study offers a JPEG image reversible data hiding
technique based on AC coefficient DCT and human visual
characteristics. Prior to embedding, block orddfE¥ carried
out, and sections that are suitable for embedding are selected

36

based on the distortion sum of the AC coefficients in a
section to have the best coefficients for RDH. HVS features
may be used to choose hidden information embedding zones
that strike a good compromise between the resilience and
quality of the tagged picture. The proposed technique has
demonstrated imperceptibility in experimental outcomes.
Future research will make use of additional perceptual
features and more sophisticated perceptual models.
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