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Abstract— The corona pandemic has changed the learning 

method from conventional to a more flexible one, such as 

through the internet. Consequently, students may have less 

direct interaction with teachers. This condition has made it 

difficult for teachers to monitor the students' behavior.  This 

research works on this problem by focussing on the clustering 

of students' behavior using the DBSCAN, which is a density-

based algorithm. Noises generated in this process can be 

considered students who do the uncommon behavior when 

taking the e-Learning system. Further, we evaluate the resulted 

clusters using the silhouette index to find their quality. The 

experimental result shows that the DBSCAN can differentiate 

clusters containing noises. By taking the silhouette index, the 

Manhattan distance parameter is superior to that of Euclidean. 

Keywords—student, behavior, data mining, e-learning, 

DBSCAN, silhouette 

I. INTRODUCTION  

 Nowadays, the implementation of advanced Information 
and Communication Technology (ICT) in education is crucial. 
Primarily, it happens in this corona pandemic condition. Many 
processes have changed their business to the online-based 
business, including that in the education environment. This 
virtual process brings consequences, like increasing daily 
traffic data, which requires extracting specific data.  

 Data mining can be used in an educational environment to 
obtain important information from these data [1], for example, 
student data. In many cases, the exploration is done to 
generate information that relates to students’ characteristics, 
for example, their performance [2][3][4][5][6], attitude [7][8], 
and achievement[9][10].  

Some previous research focuses on the students’ behavior 
domain to analyze the patterns of doing quiz[11], the 
competition-driven educational game [12][13], online 
learning [14], student potential [15]. This student behavior has 
inspired us to explore further research, specifically in the 
domain where the interaction between teachers and students is 
not intensive. Our research works on a clustering task using 
one of the density methods, called DBSCAN, on the students’ 
behavior domain. Here, we propose a method to detect the 
uncommon students' behavior based on this density algorithm 
in their interaction with the e-learning system. It is needed to 
support teachers in monitoring online learning.  

Clustering is one of the tasks in data mining, mapping a set 
of data points, so that similar data points are grouped. 
Therefore, clustering algorithms search similarities or 
dissimilarities among data points. Clustering is an 
unsupervised learning technique; therefore, there is an 
unlabeled instance associated with data points. The algorithm 
finds the underlying structure of data.  

This paper is arranged in following sections. The first is 
the introduction, which is followed by the proposed method. 
The experimental result is provided in the subsequent section. 
Finally, we conclude the research in Section 4.  

 
Fig. 1. The flow of the proposed method 
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II. METHOD 

The process of the proposed method is provided in this 
section,  whose stages are depicted in Fig. 1. The detail steps 
can be explained as follows. 

Step 1: Student data  

Student data are obtained from students’ activities in the e-
Learning system. We extract them to generate the student data 
consisting of various features. In this research, we use all of 
them for the next process. 

Step 2: Clustering the student data 

Fig. 1. In the clustering process, the DBSCAN is applied by 

exploring the data density. The method is a clustering 

method building an area based on density-connected. 

Every object of an area radius has to contain at least the 

number of minimum data. All objects that are not 

included in the cluster are considered as noise.  Some 

parameters are specified: core point neighbors, 

neighborhood distance, and distance parametric, either 

Euclidean or Manhattan. The computation of the Density-

Based Spatial Clustering of Application with Noise 

(DBSCAN) Algorithm is as follows: 

1. Initialize parameters minpts, eps. 

2. Determine the starting point or p at random. 

3. Repeat steps 3-5 until all points are processed. 

4. Calculate eps or all density reachable point distances 

with respect to p. 

5. If the point that meets the eps is more than minpts then 

the point p is the corepoint and a cluster is formed. 

TABLE I. STUDENT DATA 

No. Feature Data type Description 

1 DownloadIndFar Numeric The number of students' activity relating to downloading the material of faraday's law of 

induction 

2 DownloadMedMag Numeric The number of students' activity relating to downloading the material of magnet 

field 

3 ForumIndFar Numeric The number of students' activity when they join the forum relating to the material of 
Faraday's law of induction 

4 ForumMedMag Numeric The number of students' activity when they join the forum relating to the material of the 
magnet field 

5 FailLogin Numeric The number of students' activity relating to success or failure in the login process 

6 LearnVideo1 Numeric The number of students' activity relating to learning material using video1 

7 LearnVideo2 Numeric The number of students' activity relating to learning material using video2 

8 LearnVideo3 Numeric The number of students' activity relating to learning material using video3 

9 LearnVideo4 Numeric The number of students' activity relating to learning material using video4 

10 LearnVideo5 Numeric The number of students' activity relating to learning material using video5 

11 LearnVideo6 Numeric The number of students' activity relating to learning material using video6 

12 LearnVideo7 Numeric The number of students' activity relating to learning material using video7 

13 LearnVideo8 Numeric The number of students' activity relating to learning material using video8 

14 LearnVideo9 Numeric The number of students' activity relating to learning material using video9 

15 LearnVideo10 Numeric The number of students' activity relating to learning material using video10 

16 LearnVideo11 Numeric The number of students' activity relating to learning material using video11 

17 LearnVideo12 Numeric The number of students' activity relating to learning material using video12 

18 LearnVideo13 Numeric The number of students' activity relating to learning material using video13 

19 LearnVideo14 Numeric The number of students' activity relating to learning material using video14 

20 LearnVideo15 Numeric The number of students' activity relating to learning material using video15 

21 LearnVideo16 Numeric The number of students' activity relating to learning material using video16 

22 LearnVideo16 Numeric The number of students' activity relating to learning material using video17 

23 LearnVideo18 Numeric The number of students' activity relating to learning material using video18 

24 SuccessLogin Numeric The number of students' activities relating to login with status success 

25 Logout Numeric The number of students’ activities relating to the process of leaving students from the e-
learning system. 

26 Examination Numeric The number of students' activity in doing the examination 

27 ExercIndFar Numeric The number of students' activity in doing the exercises for Faraday’s law induction 

28 ExcerMedMag Numeric The number of students' activity in doing the exercises for magnetic field 

29 Sum Numeric The amount of the student operation after logging in until they log out of e-learning; 

30 Average Numeric The number of students' activities after logging in before they log out of e-learning is 

separated by the number of activities. 
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6. If p is a border point and no point is density reachable with 

respect to p, then the process continues to another point. 

 

Step 3: Visualizing the clustering result 

The clustering result of students’ behavior is visualized in 

scatterplot form to make it easy for teachers to monitor the 

student behavior while using an e-learning system. 

Step 4: Measuring the cluster validity 

The generated clusters are evaluated to find their validity. One 

of the metrics for measuring is the silhouette index, whose 

interval value is from -1 to 1. The fewer instances in a cluster, 

the higher the validity of the cluster.  

III. RESULT  

 

In this section, the experimental result of the proposed 
method is described. It consists of three parts: data description, 
the implementation results of density-based algorithm-
DBSCAN, and the result's visualization.  

A. Data description 

The mined student data are collected from the two 

vocational high schools. In this case, 127 students interact 

with an e-learning system, and their behavior is recorded. 

These data, which comprise 30 features having numeric data 

types, are explored. The detail of the collected data is 

provided in Table I. 

TABLE IV. THE CLUSTERING USING DBSCAN WITH DISTANCE 

PARAMETER: MANHATTAN 

No. Core point 

neighbors 

Neighborhood 

distance 

Cluster 

0 

Cluster 1 

1 5 22.98 12 115 

2 6 23.61 12 115 

3 7 23.71 12 115 

4 8 24.55 10 117 

5 9 24.58 11 116 

6 10 24.64 11 116 

7 11 25.64 12 115 

8 12 24.94 12 115 

9 13 24.94 12 115 

10 14 25.15 12 115 

11 15 25.15 12 115 

12 16 25.87 10 117 

13 17 25.88 11 116 

13 18 25.88 12 115 

14 19 25.88 12 115 

15 20 25.88 12 115 

16 21 25.88 12 115 

17 22 25.88 12 115 

18 23 25.88 12 115 

19 24 25.88 12 115 

20 25 25.88 12 115 

21 26 26.09 12 115 

22 27 26.19 12 115 

23 28 26.25 11 116 

24 29 26.25 11 116 

25 30 26.25 12 115 

 

TABLE V. THE COMPOSITION OF THE CLUSTER MEMBER ON 

DBSCAN WITH THE MANHATTAN DISTANCE ON THE 12TH 

EXPERIMENT 

Cluster Index of the students The number of 

students 

0 1,9,20,34,73,84,85,94,100,126 10 

1 2,3,4,5,6,7,8,10,11,12,13,14,15,1

6,17,18,19,21,22,23,24,25,26,27,
28,29,30,31,32,33,35,36,37,38,39

,40,41,42,43,44,45,46,47,48,49,5

0,51,52,53,54,55,56,57,58,59,60,
61,62,63,64,65,66,67,68,69,70,71

,72,74,75,76,77,78,79,80,81,82,8

3,86,87,88,89,90,91,92,93,95,96,
97,98,99,101,102,103,104,105,10

6,107,108,109,110,111,112,113,1

14,115,116,117,118,119,120,121,
122,123,124,125 

117 

 

TABLE II. THE CLUSTERING USING DBSCAN WITH DISTANCE 

PARAMETER: EUCLIDEAN  

No. Core point 

neighbors 

Neighborhood 

distance 

Cluster 0 Cluster 1 

1 5 9.8 12 115 

2 6 9.82 12 115 

3 7 9.92 12 115 

4 8 9.99 12 115 

5 9 10 12 115 

6 10 10.08 12 115 

7 11 10.14 12 115 

8 12 10.22 12 115 

9 13 10.22 12 115 

10 14 10.22 12 115 

11 15 10.39 12 115 

12 16 10.52 12 115 

13 17 11.03 12 115 

14 18 11.03 12 115 

15 19 11.03 12 115 

16 20 11.03 12 115 

17 21 11.03 12 115 

18 22 11.07 12 115 

19 23 11.08 12 115 

20 24 11.08 12 115 

21 25 11.08 12 115 

22 26 11.13 12 115 

23 27 11.13 12 115 

24 28 11.16 12 115 

25 29 11.18 12 115 

 

TABLE III. THE COMPOSITION OF THE CLUSTER MEMBER ON 

DBSCAN WITH THE EUCLIDEAN DISTANCE ON THE 12TH 
EXPERIMENT 

 
Cluster Index of the students The number of 

students 

0 1,6,9,20,40,73,84,85,94,100,126,
127 

12 

1 2,3,4,5,7,8,10,11,12,13,14,15,16,

17,18,19,21,22,23,24,25,26,27,28
,29,30,31,32,33,34,35,36,37,38,3

9,41,42,43,44,45,46,47,48,49,50,

51,52,53,54,55,56,57,58,59,60,61
,62,63,64,65,66,67,68,69,70,71,7

2,74,75,76,77,78,79,80,81,82,83,

86,87,88,89,90,91,92,93,95,96,97
,98,99,101,102,103,104,105,106,

107,108,109,110,111,112,113,11

4,115,116,117,118,119,120,121,1
22,123,124,125 

115 
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B. The execution result of the DBSCAN Algorithm 

Before the execution of this algorithm is done, two 
parameters need to be specified: core point neighbors 
(corepoint) and neighborhood distance. The first parameter 
relates to the minimum number of point neighbors (minpts) 
required to create a dense region. The second parameter is the 
radius of a neighborhood concerning some points. Here, we 
explore two distance measurements, namely: Euclidean and 
Manhattan. 

This method runs 25 times on each distance parameter 
with various scenarios. Therefore, the experimental results are 
represented in two parts. The first is that with Euclidean and 
Manhattan. The second is that with different compositions of 
the cluster members on DBSCAN comprising Euclidean and 
Manhattan distances.  

In the first experiment of DBSCAN with Euclidean 
distance, we specify the core point neighbors as the number 
ranging between 5 and 29. For the second parameter, which is 
neighborhood distance, we explore the distance whose value 
is between 9.8 and 11.18. The clustering results using 
DBSCAN with the same student number in each cluster on all 
scenarios are depicted in Table II. The student number in 
clusters 0 and 1 are 12 and 115, respectively. Further, we show 
in Table III an example of different compositions of the cluster 
member in each cluster. This is the 12th experimental result. 
Cluster 0 indicates that object included as noise instance. In 
the research, the noise instances mean that students have 
significantly different behavior from the general students, for 
example, students access the e-learning during the extreme 
time. For Cluster 1, the member of this cluster is students 
interacting the system reasonably.     

 
(a) 

 

 
(b) 

Fig. 2. The visualization is based on the Euclidean distance parameter. 

(a). the clustering result. (b). the cluster validity 

 
(a) 

 

 
(b) 

Fig. 3. The visualization is based on the Manhattan distance parameter. 

(a). the clustering result. (b). the cluster validity 
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Secondly, we determine two parameters: the core point 
neighbors and the neighborhood distance on the experiment of 
DBSCAN with Manhattan distance as follows: the first 
parameter with value 5-30.  

In the neighborhood distance, we explore the distance 
whose value is from 22.5 to 26.5. The experimental results are 
shown in Tables IV and V. In Table IV, the result exhibits the 
fluctuation of student numbers in each cluster in all scenarios. 
Overall, the frequent student number in clusters 0 and 1 are 12 
and 115, respectively. Next, in Table V, we present the cluster 
member's composition of the 12th experiment in each cluster.   

The result presents that there are 12 students in cluster 0. 
which indicates that the students have uncommon behavior 
when they interact with the system. On contrary, there 115 
students on Cluster 1 do similar behaviors or common 
behaviors.     

 

C. The visualization of clustering result and cluster validity    

In this sub-section, the visualization of the clustering result 
is presented. The visualization covers the mapping of 
students’ behavior on the e-learning in a scatterplot graph and 
the silhouette value for every student on all parameters 
distance. This scatterplot visualizes the students’ behavior 
mapping on the e-learning with that of the 12th experiment. 
Respectively, those with Euclidean and Manhattan are shown 
in Fig. 2(a) and Fig. 3(a). The visualization of student 
members of cluster 1 is illustrated by the blue circle, while that 
of cluster 0 is by the grey cross. The students of cluster 0 
indicate that they do significantly different behaviors from 
most of the other student 

In this graph, the downloadmedmagnet is the student 
behavior relating to the behavior downloading the magnetic 
field material from the e-learning as X-axis ; the average is the 
mean of all behaviors during students interact with the e-
learning as Y-axis. 

To validate the cluster, we compute the silhouette index 
for all students. Then, we visualize it in the graph as depicted 
respectively in Fig. 2(b) and Fig. 3(b) for the Euclidean and 
the Manhattan distances. This index value has ranged from -1 
to 1. The less silhouette value, the higher the validity of the 
cluster. It means that the clustering process has better 
performance. The experimental result shows that the cluster 
validity of DBSCAN with the Manhattan distance is better 
than that with Euclidean distance. It is indicated by the 
DBSCAN-Manhattan distance having the silhouette index < 0 
and less than the DBSCAN-Euclidean distance. 

A clustering algorithm based on density-DBSCAN can 
find arbitrary shaped clusters and clusters with noise or 
outliers that in this paper displayed in a grey cross form. The 
main idea behind DBSCAN is that a point belongs to a cluster 
if it is close to the majority points from that cluster. In this 
paper, a point relates to students' behavior, so we can consider 
noises or outliers as students doing uncommon behaviors 
when interacting with the e-learning system. 

IV. CONCLUSION 

 The clustering based on DBSCAN can be applied to the 
student's behavior on the e-Learning system to detect the 
students who do the uncommon behavior. This method can 
work optimally if the values of its parameters are specified 
with the appropriate values. For our research, DBSCAN 

reaches the optimal clustering process when its distance 
parameter uses Manhattan. 

 In the subsequent research, we would like to rank the noise 
level. It may be applied by using existing algorithms. 
Furthermore, appropriate parameters should be defined 
appropriately and adaptively. 
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