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Welcome Message from General Chairs

On behalf of the Organizing Committee of the 9" International Conference on Advanced Computer
Science and Information Systems (ICACSIS) 2017, the Faculty of Computer Science, Universitas
Indonesia, we would like to welcome you all, the esteemed presenters and participants, and in
particular, we would also like to give our warmest welcome to our distinguished plenary and
invited speakers.

The 9 edition of ICACSIS in 2017, organized by the Faculty of Computer Science, Universitas
Indonesia, 1s intended to provide a forum in leading the way towards a top-class summit on
Computer Science and Information Systems. We strongly believe, after several years managing
our conferences, that this year international conference will give more and more opportunities for
sharing and exchanging original research ideas and opinions, gaining inspiration for future
research, and broadening our understanding in the always developing fields in advanced computer
science and information systems. In this year conference, those opportunities are shared amongst
members of Indonesian research communities, and also researchers from Australia, USA, the UK,
Japan, the Czech Republic, Switzerland, Germany, Portugal and several other countries.

This year conference focuses on the development of computer science and information systems.
Along with the 6 invited speakers, the conference will also present 78 papers throughout the many
sessions in the 2 days of our conference. Those papers have been selected from a total of 183
papers from 8 different countries (with a rejection rate around 68%). We feel that the process
reflects the level of quality being imposed on this year paper review process and we also like to
point out that the selection process is becoming more competitive.

We also want to express our sincere appreciation to the members of our Program Committee for
their critical and constructive review of the submitted papers, as well as to the Organizing
Committee for their time and energy devoted to the process of editing the proceedings and
arranging the logistics for this year conference held in Ancol, Jakarta. We would also like to give
our sincere appreciation to the many authors whom have submitted their excellent research works
to our conference. Last but not least, we would also like to extend our sincere gratitude to the
Ministry of Research, Technology and Higher Education of the Republic of Indonesia, our Rector
of Universitas Indonesia, our Dean of the Faculty of Computer Science, Institut Pertanian Bogor,
Universitas Negeri Surabaya, Universitas Brawijaya for their continued excellent support towards
the ICACSIS 2017 conference. Let us hope that this year’s conference will be a success in
facilitating further collaboration in the ever-expanding field of computer science and information
system for the betterment of our society.

Widijanto Satyo Nugroho
Wisnu Jatmiko

978-1-5386-3172-0/17/$31.00(©) 2017 IEEE
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Welcome Message from Dean of Faculty of Computer Science, Universitas Indonesia

On behalf of the Faculty of Computer Science, Universitas Indonesia, I would like to extend our
warmest welcome to all the participants to the Mercure Convention Center, Jakarta on the occasion
of the 2017 International Conference on Advanced Computer Science and Information Systems
(ICACSIS).

Just like the previous conferences in this series (ICACSIS 2009 - 2016), I am confident that
ICASIS 2017 will play an important role in encouraging activities in research and development of
computer science and information technology in Indonesia, and give an excellent opportunity to
forge collaborations between national and international research institutions. The broad scope of
this event, which includes both theoretical aspects of computer science and practical, applied
experience of developing information systems, provides a unique meeting ground for researchers
spanning the whole spectrum of our discipline. I hope that over the next two days, some fruitful
collaborations can be established.

I also hope that the special attention devoted this year conference such as big data, computational
intelligence, and internet of things will ignite the development of applications in this area to
address the various needs of Indonesia's development.

I would like to express my sincere gratitude to the distinguished invited speakers for their presence
and contributions to the conference. I also thank all the program committee members for their
efforts in ensuring a rigorous review process to select high quality papers.

Finally, I sincerely hope that all the participants will benefit from the technical contents of this
conference, and wish you a very successful conference and an enjoyable stay in Jakarta.

Mirna Adriani

978-1-5386-3172-0/17/$31.00(©) 2017 IEEE
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Determining Student’s Single Tuition Fee Category
Using Correlation Based Feature Selection

and Support Vector Machine

W Yustanti Y Anistyasari Elly Matul Imah
Department of Informatics Department of Informatics Mathematics Department
Engineering Engineering Universitas Negeri Surabaya

Universitas Negeri Surabaya
Surabaya, Indonesia
wiyliyustanti@unesa.ac.id

Abstract— the government has issued the regulation about the
enactment of a single tuition fee based on the socio-economic
conditions of each student since 2013. All public universities are
required to implement this policy. Therefore, each university
needs to create a formulation that can be used to categorize a
student into which cost group. The results of the data collection
found that the parameters used to determine the classification of
tuition fees between one universities with another are different. In
this research, taken a sampling of student data at one public
university database. Before classifying, the attribute of dataset was
selected using correlation based feature selection (CFS). The
classifier hath has been used in this study is Support Vector
Machine (SVM).

Keywords—single tuition fee; confirmatory factor analysis;
ordinal data; structural equation modelling, sosio economy status

1. INTRODUCTION

Single Tuition Fee (STF) is a policy of Indonesian
government which is enforced since 2013. This policy is aimed
at helping and easing the cost of student education with cross-
subsidy system through the category of STF adjusted to the
student’s socio-economic status (SES). Single tuition fee makes
it easy to predict student tuition expenses for each semester and
there will be no additional fees. In the regulation of the ministry
of higher education number 39 of 2017 mentioned that students
can apply for payment waivers of STF if the university decision
is not in accordance with the conditions of their parents. This
policy raises the consequence that universities should be able to
make an accurate formulation regarding the determination of
STF categories on each student based on their economic
capabilities. The false prediction in the classification of STF
resulted in complaints or even the failure of students to re-
register as a freshman at the university. Based that reason, the
main goal of this research is to develop the model of
classification algorithm in predicting STF based on university
database in order to assist the authority makes the decision in
classifying the student’s STF.

Some studies have been conducted related to determine the
single tuition. Ariady et al has done a project about determining
STF using Fuzzy C Means approach by using 7 variables
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predictors. This paper did not describe clearly the accuracy of
prediction based the method because the focus of that research
is just applying Fuzzy C Means in decision support system
(DSY) [1]. The second paper is presented by Gumelia et al in
national conference which had studied about prediction the STF
of level 1 based on Additive Weighting (SAW) method with 10
variables. This study explained that there is a specific constraint
for determining first level of STF, it must meet at least minimum
5 percent from the total of new students. [5]. Previous
researchers are not focus to model the algorithm but just
implement the method in a sample data. Considering that there
is still no research related to the classification modeling for the
determination of STF category, then in this study will be tested
to see how the best model of the determination process of STF
based on existing data in the university database. The formal
definition of STF is the cost of each student based on his
economic ability [8]. The STF consists of several groups
determined on the basis of economic capacity of student, parents
of students or others who finance it. Based on the definition of
STF, the term of socio-economic is also very important.
Socioeconomic status (SES) is one of the most widely studied
constructs in the social sciences. Most of them describe that SES
is constructed from three kinds of capitals. These are financial
capital (material resources), human capital (non-material
resources such as education), and social capital (resources
achieved through social connections). In other paper mentioned
that SES is about family background it is said that in determining
family background mostly used parental income, education and
occupations and also home resource. [9].

The classification of SF'S in this study uses correlation based
feature selection (CFs) and Backpropagation Neural Network.
CFs are commonly used algorithms for feature selection as
performed by Elen et al, she use CFS for Feature Selection
Methods in the Analysis of a Population Survey Dataset[11].
Machine learning is also often used for SES classification, like
researches that conducted by Michael[12], Zhang[13], Victor
Soto[14]. Based on the literatures, this study used CFS as feature
selection and SVM as classifier for Determining Student’s
Single Tuition Fee Category.
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II. DATAPREPROCESSING

A. Single Tution Fee (STF)

Paragraph 5 of article 1 of the ministerial regulation No. 55
of 2017 on a single college tuition at the state university defines
STF as the cost of each student based on his economic ability.
The STF consists of several groups determined on the basis of
economic capacity of student, parents of students or others who
finance it. Each public university proposes a STF grouping
model to the finance minister in order to be established formally.
The regulation also states that university leaders can provide
STF relief and / or re-enforce STF to students if there are [2]:

e The discrepancies in the economic capacity of the student
submitted by the student, the student's parent, or any other
party financing it; And / or

e Changes in the economic capability of students, parents, or
others who finance it.

Besides, it is also stipulated that public university is
prohibited to collect base money and / or other levies other than
STF from new students of diploma and undergraduate program
for the benefit of direct learning service. The university does not
bear student fees consisting of personal cost, the cost of
community service program, dormitory fees and learning
activities and research carried out independently.

B. Socioeconomic Status (SES)

There are several definition of socioeconomic status based
on some reviews of papers. Socioeconomic status (SES) is one
of the most widely studied constructs in the social sciences. Most
of them describe that SES is constructed from three kinds of
capitals. These are financial capital (material resources), human
capital (nonmaterial resources such as education), and social
capital (resources achieved through social connections). SES is
about family background It is said that in determining family
background mostly used parental income, education and
occupations, and also home resource [9]. An expanded SES
measure could include measures of additional household,
neighborhood, and school resources.

This study will rely on the definitions and measures as
described by a recommendation of panel discussion of experts
result about socioeconomic status as a construct [3]. SES can be
defined widely as one’s access to financial, social, cultural, and
human capital resources. The path diagram of this concept can
be explainin Fig. 1. Fig. 1 also is known as path analysis, which
is a development technique of multiple linear regression to test
the contribution shown by path coefficient on each path diagram
of the causal relationship between variables X; X, and X3 to Y
and their impact on Z. This analyzes the causal relationships that
occur in multiple regression if the independent variables affect
the dependent variable not only directly but also indirectly.
Based on fig.1, SES is constructed from 4 principle factor
(financial, human, social and culture) which are called
unobserved variable (oval symbol). This is also called as latent
variable. Latent variable cannot directly measured but it can be
measured using other variable which are called as indicator
variable (square symbol)
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Fig. 1. Path diagram of SES Construct and Measures

C. Correlation Based Feature Selection (CFS)

Representing set of feature for build a classification model
for a particular task is an important phase in machine learning.
Correlation-based Feature Selection (CFS) is an algorithm that
able to handling evaluation formula with an appropriate
correlation measure and a heuristic search strategy[14]. CFS is
a simple filter algorithm that ranks subsets according to a
correlation based heuristic evaluation function. The bias of the
evaluation function is toward subset that contain features that
are highly correlated with the class and uncorrelated with each
other. CFS’s feature subsct evaluation function can be seen on
Eq. 1.

M ] 1
ST kT k(- D7, M

Where Mg is the heuristic of feature subset S containing &
feature, Ty is the mean feature-class correlation(f € S), and
Fzr is the average feature-feature inter-correlation. Eq. 1 can
be thought of as providing an indication of how predictive of
the class a set of feature are; the denominator of how much
redundancy there is among the features. CFS assumes that
features are conditionally independent given the class. CFS
treats feature uniformly by discretizing all continuous feature
in the training data at outset.

III. CLASSIFICATION

Support Vector machine (SVM) is classification algorithm
with a great mathematically concept. SVM is proposed by
Vapnick using basic concept Maximal Margin Classifier[15]. It
is simple to understand the basic ideas behind more
sophisticated SVMs. Consider a linearly separable dataset {(X;,
di)}, where X; is the input pattern for the i:th example and d; is
the corresponding desired output {-1, 1}. The assumption, the
dataset is linearly separable, means that there exists a hyper
plane working as the decision surface. We can write:
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WTX; + b = 0,thend; = +1
2
WTX; + b < 0,thend; = —1

where WTX; + b, is the output function. The distance from the
hyper plane to the closest point is called the geometric margin.
The idea is, to have a good machine, so the geometric margin
needs to be maximized. First, we introduce the marginal
function WTX; + b because the dataset is linearly separable we
can rewrite as (3), as follow:
WTX;+b=+1
&)
WTX;+b=-1

where X*(X™) is the closest data point on the positive
(negative) side of the hyperplane. Now it is straight forward to
compute the geometric margin.

1 I/WTX’r +b WTX™ + b)
y = =

T2\ |wl i

1
=—WTX*+b—-WTX"—b
2P + )

1 1
= m(l -(-D)= Wi C))

Hence, equivalent to maximize the geometric margin is
fixing the functional margin to one and minimizing the norm of
the weight vector |[w|. This can be formulated as a quadratic
problem with inequality constraints

dw'x; +b) = 1.

min: %WTW (quadratic — problem) 6))
subject to: d(w”x; + b) = 1

By the use of Lagrange multiplierse; = 0 the original
problem is transformed into the dual problem. From the Kuhan—
Tuker theory we have the following condition:

a;[d;(WTx; +b) —1] =0 ©)
It means that only the points with functional margin unity
contribute to the output function. These points are called the
Support Vectors, which support the separating hyper plane. In
non-linear classification problem, SVM was developing by
using Mercer theorem that commonly knowns as Kernel Trick.

IV. RESULT AND DISCUSS

A. DATASET

The data is collected since 2016 to 2017 in registration
process of new student in a public university. The student must
fill the form provided in registration online system. In order to
understand the data, the Table I below will describe the table
fields.

TABLE L LATEN AND INDICATOR VARIABLES IN STUDENT DATABASE
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. . . Measurement
Latent Variable Indicator Variable
Scale
& | Financial Capital < Mother’s Ordinal
Resources (FCR) ! employement
x; | Father’s employement Ordinal
x; | Mother’s salary Ordinal
x, | Father’s salary Ordinal
Xs | Mother’s other income Ordinal
X¢ | Father’s other income Ordinal
x7 | Number of dependent Ordinal
Xg House tenure Ordinal
Xo Electricity Power Ordinal
x19 | Land Size Ordinal
x11 | House Size Ordinal
x12 | Landhouse Tax Value Ordinal
x13 | Roof Material Nominal
x14 | Floor Material Nominal
x15 | Wall Material Nominal
x1s | Wall Condition Ordinal
x17 | Livingroom Condition Ordinal
x1s | Roof Condition Ordinal
X19 | Bathroom Condition Ordinal
Xy0 | Kithcen Condition Ordinal
x21 | Guestroom Condition Ordinal
o Famil.y. room Ordinal
Condition
Xz3 | Bedroom Condition Ordinal
X,4 | Balcony Condition Ordinal
X;5 | Has Bathroom Nominal
Xz | Has Washing Area Nominal
X,7 | Has Toilet Nominal
Xss | Water Bill Ordinal
X0 | Electricity Bill Ordinal
X30 | Phone Bill Ordinal
x31 | Internet Bill Ordinal
Number of People at Scale
X23
Home
x33 | Motor Tenure Ordinal
x34 | Car Tenure Ordinal
x35 | Chilren are Schooling Scale
& | Human Capital x35 | Mother’s education Ordinal
Resources (HCR) x3; | Father’s education Ordinal
& | Social Capital x3s | Is Father Alive Nominal
Resource (SCR) x30 | Father’s Relationship Nominal
x40 | Is Mother Alive Nominal
& | Culture Capital xq | Distance from City Ordinal
Resource (CCR) X4 | Source of Water Nominal
X4 | Source of Electricity Nominal

B. EXPERIMENTAL RESULT

Experiment was run using WEKA. Dataset consist of 44
feature that classify into 6 classes, K1, K2, K3, K4, K5, and K6.
Using CFS 43 feature have been selecting, the selected feature
is father’s employment (x»), mother’s salary (xs), father’s
salary(xs), house tenure (Xg), electricity power (Xo), house
size(x11), land house tax value (x;2), kitchen condition (X20),
electricity bill (xz9), internet bill(xsy), motor tenure (xs3), car
tenure (X34), mother’s education (xs¢). Selected feature will be
compare to full feature for classifying Student’s Single Tuition
Fee Category. Dataset is imbalanced data with ratio of
imbalanced class 1:50. The classification result can be seen on
Table 2.
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TABLE IL CONFUSSION MATRIX OF SINGLE TUITION FEE

CATEGORY USING SVM BEFORE CFS

confusion Classified as
matnx a b c d f
a=K3 565 225 77 0 4 0
2 b=K4 271 2124 6 186 1 0
é c=K2 251 10 138 1 42 0
-; d=K5 0 255 0 1734 0 0
s e=Kl 6 1 46 0 63 0
f=K6 0 0 0 50 0 0

TABLE IIL CONFUSSION MATRIX OF SINGLE TUITION FEE

CATEGORY USING SVM AFTER CFS

confusion Classified as
matrix a b c d e f
a=K3 562 209 99 0 0
» | b=K4 161 2281 0 146 0 0
% ¢c=K2 184 11 232 0 15 0
= | d=Ks 0 180 0 1802 0 7
& e =K1 4 1 58 0 53 0
f=K6 0 0 0 27 0 23

Base on Table 2, we can see after feature selection, the
minor classes still able to classify with a good performance than
before feature selection processing. The accuracy of
classification before selecting the feature using CFS is 66.52%,
and the accuracy of classification after selecting the feature
using CFS is 81.78%. Detail of performance classification
student’s single tuition fee category as preliminary for develop
automation system for determining student’s single tuition fee
can be seen on Table 4.

TABLEIV. EVALUATION MEASURE OF CLASSIFICATION
USING CFS AND SVM
Class Recall F-Measure ROC Area
K3 0.645 0.631 0.904
K4 0.881 0.866 0.903
K2 0.525 0.558 0.947
K5 0.906 0.909 0.963
K1 0.457 0.573 0.985
K6 0.46 0.575 0.984
Weighted Avg. 0.818 0.816 0.928

ROC of classification in table 4 shown good performances, but
global accuracy need to be increased. Class K2, K3, and K4 is
non-linear separable, and very difficult to classify see on Table
3. This is why the global accuracy needs to be improved. Scatter
plot of mother salary and father salary related to category of
student’s single tuition fee and be seen on Fig.2.
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Fig. 2. Scatter plot of mother salary and father salary

V. CONCLUTION

The results of this study have shown that the use of
Correlation Based Feature Selection (CFS) for selecting the best
feature has been able to improve classification performances.
The accuracy of classification before using CFS is 66.52%, then
after selecting feature using CFS increase to 81.78%. ROC Area
of classification using combination of CFS and SVM is very
good, the ROC area of classification is 92.8%, and this value is
equally in every class. Class K2, K3, and K4 is very difficult to
separating, so to handling this problems we need to improve our
methods.
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